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Abstract: 

Frequent itemset mining leads to the discovery of association and correlation among items in 

large transactional or relational data sets. Massive amount of data continuously being collected 

and stored, many industries are becoming interested in mining such patterns from their 

databases. The main purpose of data mining provides superior result for using knowledge base 

system. Researchers presented a lot of approaches and algorithms for determining association 

rules. This paper discusses few approaches for mining association rules. Association rule mining 

approach is the most efficient data mining method to find out hidden or required pattern among 

the large volume of data. It is responsible to find correlation relationships among various data 

attributes in a huge set of items in a database. Apriori algorithm is an illustration of an enhanced 

association rule mining algorithm, which supports to avoid the replication of same items. 

Weighted Association Rule Mining (WARM) makes use of the importance of each itemset and 

transaction. WARM requires each item to be given weight to reflect their importance to the user. 

This paper also discusses several variations to the Apriori algorithm for improved efficiency and 

scalability. An improved frequent pattern growth adapts a divide and conquers strategy that 

compresses the database representing frequent items into a frequent pattern tree and compressed 

into a set of conditional databases. 
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I. INTRODUCTION 

Data mining is the process of extracting interesting, non-trivial, implicit, previously unknown 

and potentially useful information or patterns from large information repositories such as 

relational database, data warehouses, XML repository, etc. Frequent itemset mining plays an 

essential role in the mining of various patterns (e.g. association rules, correlation, sequences, 

episodes, maximal patterns, closed patterns) and is in demand for many real-life applications. 

Association rule mining aims to explore large transaction databases. Classical Association Rule 

Mining (ARM) model assumes that all items have the same significance without taking their 

weight into account. It also ignores the difference between the transactions and importance of 

each and every itemsets [1]. Weighted Association Rule Mining (WARM) does not work on 

databases with only binary attributes. It makes use of the importance of each itemset and 

transaction. WARM requires each item to be given weight to reflect their importance to the user. 

The weights may correspond to special promotions on some products, or the profitability of 

different items [2]. A typical example of the association rules mining is the market basket 

analysis. Association rules research assists to find the relationship among different products 

(items) in transaction databases and to find out the customer buyer behaviors, such as the 

purchase of a commodity impact on other goods. The results can be applied to goods shelf 

layout, storage arrangements, and classification of user according to buying patterns. Association 

Analysis is the detection of hidden pattern or condition that occurs frequently together in a given 

data. Association Rule mining techniques finds interesting associations and correlations among 

data set. An association rule is a rule, which entails certain association relationships with objects 

or items, for example the interrelationship of the data item as whether they occur simultaneously 

with other data item and how often. These rules are computed from the data and, association 

rules are calculated with help of probability. It has a mentionable amount of practical 

applications, including classification, XML mining, spatial data analysis, and share market and 

recommendation systems. This rule measure with support to ensure every dataset treated equally 

in classical model. The perception of association rule mining suggests the support confidence 

level outline and condensed association rule mining to the discovery of frequent item sets. Rule 

support and confidence are two measures of interestingness. Association rules are regarded as 

appealing if a minimum support and a minimum confidence threshold is satisfied. Boolean 

association rule mining is more extensively used than other kinds of association rule mining [3]. 
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Apriori algorithm can control the excessive growth of the number of items of the candidate item 

sets by using pruning techniques bases on the minimum supporting degree. Supermarkets 

decision-supporting system uses multidimensional data table to save and manipulate the data. 

Find the inner link of the goods customers have bought and then first divide commodities in to 

big categories and each has a uniform weighted value, by using this method, it can avoid that 

each product has a power value which is inconvenient to set and adjust weights. Divide 

commodities into big categories and then set value according the big categories, due to fewer 

categories, it is convenient to set and adjust weights. Then calculate the weighted supporting 

degree, to obtain the association rules [4]. 

 

II. RELATED WORK 

Association rule mining is an important technique or mechanism in data mining. Association 

rule is an implication expression of the form X→Y where X is antecedent and Y is consequent. 

The antecedent and consequent are set of item from item domain I. Thus X∩Y=. If an itemset 

contains K items then it called as K-itemset. The support of an itemset is defined as the ratio of 

number of transactions containing the itemset to the total number of transactions. The confidence 

of the association rule X→Y is the probability that Y exists given that a transaction contain X i.e. 

P (X / Y) = P (X Y) / P (X). In large databases, the support of X→Y is taken as the fraction of 

transaction that contains X Y. The confidence of X→Y is the numbers of transaction containing 

both X and Y divided by the number of transactions containing X [5]. 

Apriori Algorithm: 

Apriori approach is based on the anti-monotone Apriori heuristic, if any length k pattern is 

not frequent in the database, its length (k + 1) super-pattern can never be frequent. The essential 

idea is to iteratively generate the set of candidate patterns of length (k+1) from the set of 

frequent-patterns of length k (for k ≥ 1), and check their corresponding occurrence frequencies in 

the database. The Apriori heuristic achieves good performance gained by reducing the size of 

candidate sets. With a large number of frequent patterns, long patterns, or quite low minimum 

support thresholds, an Apriori algorithm may suffer from the following two nontrivial costs, first 

it is costly to handle a huge number of candidate sets. For example, if there are 104 frequent 1-

itemsets, the Apriori algorithm will need to generate more than 107 length-2 candidates and 

accumulate and test their occurrence frequencies. To discover a frequent pattern of size 100, such 
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as {a1, . . . , a100}, it must generate 2
100

 - 2 ≈ 10
30

 candidates in total. This is the inherent cost of 

candidate generation. Second it is tedious to repeatedly scan the database and check a large set of 

candidates by pattern matching, which is especially true for mining long patterns [6]. 

Frequent-Pattern Tree: 

Frequent-pattern tree (FP-tree) is constructed, which is extended prefix-tree structure storing 

crucial, quantitative information about frequent patterns. To ensure that the tree structure is 

compact and informative, only frequent length-1 items will have nodes in the tree, and the tree 

nodes are arranged in such a way that more frequently occurring nodes will have better chances 

of node sharing than less frequently occurring ones. Stud show that such a tree is compact, and it 

is sometimes orders of magnitude smaller than the original database. Subsequent frequent-pattern 

mining will only need to work on the FP-tree instead of the whole data set. 

Alternatively an FP-tree-based pattern-fragment growth mining method is developed, which 

starts from a frequent length-1 pattern (as an initial suffix pattern), examines only its conditional-

pattern base (a “sub-database” which consists of the set of frequent items co-occurring with the 

suffix pattern), constructs its (conditional) FP-tree, and performs mining recursively with such a 

tree. The pattern growth is achieved via concatenation of the suffix pattern with the new ones 

generated from a conditional FP-tree. The major operations of mining are count accumulation 

and prefix path count adjustment, which are usually much less costly than candidate generation 

and pattern matching operations performed in most Apriori-like algorithms [7].  

Partitioning Based: 

In partitioning-based, divide and conquer method, rather than Apriori-like level-wise 

generation of the combinations of frequent itemsets. This dramatically reduces the size of 

conditional-pattern base generated at the subsequent level of search as well as the size of its 

corresponding conditional FP-tree. It transforms the problem of finding long frequent patterns to 

looking for shorter ones and then concatenating the suffix. It employs the least frequent items as 

suffix, which offers good selectivity and contribute to substantial reduction of search costs [8]. 

Weighted Association Rule Mining on Dynamic Content: 

WARM requires for each item to be given weight to reflect their importance to the user. The 

weights may correspond to the profitability of different items. In case of dynamic content, as 

more data is gathered, which are frequently getting updated, the construction of the graph should 

be dynamic instead of static. Using Online Hits algorithm, the graph can be constructed 
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dynamically and the cost can be reduced by postponing updates whenever possible, by 

calculating Eigen values we can enforcing the mutual reinforcement relationship between the 

items. HITS algorithm is suitable only for static content, where no dynamic updation is possible 

and it fail to capture the rich information’s that lie within the patterns of user access or in the 

structure that can be defined by user group implicitly. HITS algorithm is replaced with Online 

HITS algorithm which reduces the cost by postponing the updates whenever possible and makes 

it more suitable for dynamic environments. HITS algorithm normally used for web pages, but it 

can also be used for transactional datasets from which we can calculate the hub and authorities, 

based on which the graph is constructed. The general HITS algorithm is too costly to run on 

every update. When the updates are accumulated run online HITS once. This way cost is reduced 

[2]. 

 

III. FREQUENT PATTERN TREE : DESIGN AND CONSTRUCTION 

Let I = {a1, a2, . . . , am} be a set of items, and a transaction database DB = (T1, T2, . . . ,Tn), 

where Ti (i ∈ [1 . . . n]) is a transaction which contains a set of items in I . The support of a 

pattern A, where A is a set of items, is the number of transactions containing A in database. A 

pattern A is frequent if A’s support is no less than a predefined minimum support threshold, ξ.  

With the transaction database, DB, shown in Table 1, and the minimum support threshold be 3 

(i.e., ξ = 3). A compact data structure can be designed as follows:  

i. Scan transaction database DB to identify the set of frequent items (with frequency count obtained 

as a by-product). 

ii. Set the frequent items of each transaction in some compact structure, it may avoid repeatedly 

scanning the original transaction database. 

iii. If multiple transactions share a set of frequent items, it may be possible to merge the shared sets 

with the number of occurrences registered as count. It is easy to check whether two sets are 

identical if the frequent items in all of the transactions are listed according to a fixed order. 

iv. If two transactions share a common prefix, according to some sorted order of frequent items, the 

shared parts can be merged using one prefix structure as long as the count is registered properly. 

If the frequent items are sorted in their frequency descending order. 

TID Items bought 

100 f, a, c, d, g, i, m, p 

200 a, b, c, f, l, m, o 
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300 b, f, h, j, o 

400 b, c, k, s, p 

500 a, f, c, e, l, p, m, n 

Table 1 : Transaction Database with Frequent items 

Frequent pattern tree can be constructed as follows: First, a scan of DB derives a list of 

frequent items, ((f:4), (c:4), (a:3), (b:3), (m:3), (p:3)), the number after : indicates the support, in 

which items are ordered in frequency descending order. This ordering is important since each 

path of a tree will follow this order. Second, the root of a tree is created and labeled with “null”. 

The FP-tree is constructed as follows by scanning the transaction database DB the second time. 

i. The scan of the first transaction leads to the construction of the first branch of the tree: ((f :1), 

(c:1), (a:1), (m:1), (p:1)). The frequent items in the transaction are listed according to the order in 

the list of frequent items. 

ii. For the second transaction, since its (ordered) frequent item list (f, c, a, b, m) shares a common 

prefix (f, c, a) with the existing path (f, c, a, m, p), the count of each node along the prefix is 

incremented by 1, and one new node (b:1) is created and linked as a child of (a:2) and another 

new node (m:1) is created and linked as the child of (b:1). 

iii. For the third transaction, since its frequent item list (f, b) shares only the node (f) with the f -

prefix subtree, f ’s count is incremented by 1, and a new node (b:1) is created and linked as a 

child of (f :3). 

iv. The scan of the fourth transaction leads to the construction of the second branch of the tree, 

((c:1), (b:1), (p:1)). 

v. For the last transaction, since its frequent item list (f, c, a, m, p) is identical to the first one, the 

path is shared with the count of each node along the path incremented by 1. 

To facilitate tree traversal, an item header table is built in which each item points to its first 

occurrence in the tree via a node-link. Nodes with the same item-name are linked in sequence via 

such node-links. After scanning all the transactions, the tree, together with the associated node-

links is formed. 

IV. CONCLUSION 

It is very important to have a data mining algorithm with high efficiency because transaction 

database usually are very large. Association rule mining has a wide range of applicability such as 

market basket analysis, medical diagnosis/ research, Website navigation analysis, homeland 

security and so on. Frequent itemset mining plays an essential role in the mining of various 
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patterns and is in demand in many real life applications. Most of the existing algorithms find 

frequent itemsets from traditional transaction databases consisting of precise data. Finding the 

weights for categories of goods by considering the authorities and hubs, where authorities are 

number of items and relation between transactions and items referred as hubs. The correlation 

between transactions and items, calculating one item is repeating in how many transactions, and 

in one transaction how many items are present, which helps to identify weights. This paper 

discusses the list of existing association rule mining techniques, and the algorithms used in 

mining the training data set, which can discover implicit and potential useful knowledge from 

large preprocessed databases. This paper also discusses enhanced variations of Apriori algorithm 

and method to design and construct Frequent Pattern Tree which reduces the space complexity 

and time complexity. 
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